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Lawrence Livermore National Laboratory

LLNL Sustainability Data Center Mission

Continue to develop projects to improve 

optimization of LLNLôs data centers and 

reduce energy intensity

Á LLNL Sitewide Sustainability Plan 

developed in 2009

Á Data Center Achievements

Å DOE FEMP 2009 Energy Award

Å B453 LEED Gold Certified 2009

Å B451 LEED Silver Certified 2011

Å B112 Silicon Valley Leadership Group 
Recognition 2012

ïLawrence Berkeley Laboratory

ïRomonet

ïSyska Hennessey

Å B112 Uptime Green IT Nominee 2013

Å Fed Tech Magazine Highlight 2013

Å DOE Sustainability Award 2015

ÁBenchmarking

ÁComputational fluid dynamics

ÁLEED certifications

ÁConsolidations

ÁLiquid cooling advances

ÁInnovative electrical and 

mechanical distribution

ÁMetering and sub-metering

ÁLighting control systems

ÁIntegrated control systems

ÁLower power usage 

effectiveness (PUE)

ÁPower management systems 
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Lawrence Livermore National Laboratory

Á Increase efficiencies and decrease redundant labor support

Á Reduce footprint, water usage and energy intensity site wide

Á Reduce facility and network infrastructure

Á Repurpose redundant equipment

Á Clear out spaces that are not properly utilized 

Á Right size server maintenance contracts

Á Standardize IT support model to ñOne Labò

Á Continue to virtualize services

Á Address FY 2012 DOE Sustainability Requirements

Å Data Center:   > 500SF and  > 1 server

Å Fully meter by FY15 all enduring data centers

Å Obtain a LLNL site wide weighted average PUE of 1.4 by FY15

ð Consolidation provides $40M cost avoidance to achieve metering 

requirements
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Lawrence Livermore National Laboratory

ÁInitial Condition - 61 rooms in 29 facilities identified and surveyed in one square 
mile

ÁHigh Performance Computing (HPC)

Á17 rooms

ÁEnterprise Computing

Á44 rooms

Á 36 Rooms have been shutdown to date since 2011

Å Consolidated into enduring facilities

Å Virtualized various applications

Å Nearly 30K SF total space shutdown (Nearly 10K SF cold and dark and 

balanced repurposed)

Å Nearly $400K annual energy savings

Å Nearly $60K annual maintenance savings on cold and dark rooms

Å Over 500 servers consolidated into B-112  Enterprise Data Center

Å Achieved the site wide PUE of 1.4 Goal

Å Many metering and sub-metering projects underway
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Lawrence Livermore National Laboratory

Á Standardize: Reduce labor costs resulting from fewer facilities and configurations

Á Virtualize: Reduce costs for hardware, space and utilities

Á Software: Reduce licensing costs for unused licenses

Á Hardware: Better accountability of assets 

Á Security: Timely system patches

Á Best Practices from IT Community

Å Reduce costs for paid vendor technical support

Å Reduce costs for training, especially with travel

Á Integrated Systems Management

ð Reduce personnel costs

ð Lower utility costs

Á Vendor Financing (Managed Lifecycle and Leasing)

ð Conserves expenditures by spreading purchase cost over time

Survey

Measure

Improve
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Lawrence Livermore National Laboratory

Å B-115

ð HPC has outgrown facility and 

consolidated to other Livermore 

Computing facilities

ð Identified as enduring for Enterprise 

Computing until other more efficient 

facilities can be constructed

ð FY14

ÅRepurposed equipment from

closed data centers

ð FY15 Remainder of consolidation

ÅOnly two rooms will remain in 

service, others are now cold 

and dark

COLD and DARK
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Lawrence Livermore National Laboratory

ÁBenchmarking

ÁComputational fluid dynamics

ÁLEED certifications

ÁConsolidations

ÁLiquid cooling advances

ÁInnovative electrical and 

mechanical distribution

ÁMetering and sub-metering

ÁLighting control systems

ÁIntegrated control systems

ÁLower power usage effectiveness 

(PUE)

ÁPower management systems 
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Á Laboratory ñMissionò comes first

Á Understand the obstacles and challenges

Á Develop a strategic vision

Á Obtain senior management support

Á Provide continual leadership

Á Remain patient

Á Stay focused

Á Continue to survey, measure and improve
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Lawrence Livermore National Laboratory

Å LLNL co-chairs the EEHPC Working Group

ð Drives implementation of energy conservation measures and energy efficient design 

in HPC through workshops, papers, subgroups and various focus areas with other 

national laboratories and industrial partners

ïAnnual SC Workshop ïSC15 with be the 6th Annual All Day Workshop

ïPapers

ÅEnergy Efficient High Performance Computing Power Measurement Methodology

ÅLiquid Cooling Guidelines

ÅGeneral Recommendations for High Performance Computing Data Center 

Energy Management Dashboard Display

ÅTUE Beyond PUE ïA New Metric for Data Center Efficiency 

ÅASHRAE TC 9.9 ï2011 ïThermal Guidelines for Liquid Cooling of Data 

Processing Environments

Å October 2014 Green Grid Forum ïNext Gen Data Centers and the Smart Grid

Å November 2014 Silicon Valley Leadership Group Workshop ïFuture of HPC Centers and 

the Electric Grid

Å January 2015 DOE/LLNL Better Building Challenge
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Lawrence Livermore National Laboratory

ÁWith ñLow hanging fruitò gone from consolidations, effort will evolve into a 

broader institutional phase under DOEôs Better Building Challenge program 

led by Doug East, LLNL CIO

ÅDemand for computing grew over the past few decades resulting in small 

data centers around LLNL to meet programmatic needs, often located in 

closets or buildings with inefficient heating and cooling

Á The Better Building Challenge is a partnership between LLNL and DOE 

Å LLNL to reduce energy intensity of data centers by 20% within 10 years

ÅDOE provides technical expertise, training and host of ñbest practices

ÁCIO Statement

ñNow we need to take a more institutional approach and to conduct an 

education campaign to show the advantages of consolidating into a 

professionally managed data center.  Centralizing equipment in efficient 

data centers makes business sense and has the potential to save research 

programs money ð resources that could be redirected to science.ò
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Atlanta Location and Size

Á39,000 sq. floor out of a 1.7 million sq. ft. set of buildings
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